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What is Creativity?

Generate a sonnet about 
"creativity"

In realms of thought where muses softly sing,
Creativity takes flight on wings of dream,
It dances through the corridors of mind,
A brilliant spark, a never-ending stream.

From chaos blooms the flower of the new,
Where thoughts and colors blend in sweet 
embrace,
Imagination paints a vibrant view,
Each stroke of genius finds its perfect place.

The poet's pen, the artist's brush, they soar,
Invention's fire ignites the writer's quill,
Creators, dreamers, ever seeking more,
To capture truth, the heart's desire fulfill.

Oh, creativity, celestial fire,
In every soul, your spark shall never tire.



What is Creativity?

Generate a image of a 
instructor trying to 
demonstrate creativity.

Here is an image showcasing a creative instructor 
in a classroom setting. The scene illustrates the 
instructor engaging with students, surrounded by a 
colorful and imaginative learning environment.



What is Creativity?

Ultimate: creative (pre-req: 

fluent and coherent)



What is Creativity?

Creativity is a characteristic of someone or some process that forms something 
new and valuable. 

The created item may be intangible (such as an idea, a scientific theory, a musical 
composition, or a joke) or a physical object (such as an invention, a printed literary 
work, or a painting).

https://en.wikipedia.org/wiki/Idea
https://en.wikipedia.org/wiki/Scientific_theory
https://en.wikipedia.org/wiki/Musical_composition
https://en.wikipedia.org/wiki/Musical_composition
https://en.wikipedia.org/wiki/Joke
https://en.wikipedia.org/wiki/Invention
https://en.wikipedia.org/wiki/Literature
https://en.wikipedia.org/wiki/Literature
https://en.wikipedia.org/wiki/Painting


Creativity : Process vs Product

Creativity as a Process

A focus on process is shown in cognitive approaches that try to describe thought 
mechanisms and techniques for creative thinking. 

Theories invoking divergent rather than convergent thinking (such as that of J.P. Guilford) 

https://en.wikipedia.org/wiki/Divergent_thinking
https://en.wikipedia.org/wiki/Convergent_thinking
https://en.wikipedia.org/wiki/J._P._Guilford


Creativity : Process vs Product

Creativity as a Product

A focus on a creative product usually attempts to assess creative output, whether for 
psychometrics or in understanding why some objects are considered creative. 

It is from a consideration of product that the standard definition of creativity as the 
production of something novel and useful arises.



● Shannon sets four goals for artificial intelligence to achieve by 2001 (source: 
Soni and Goodman, 2017)*

○ A chess-playing program that was crowned world champion.

○ A mathematical program that proved the elusive Riemann hypothesis. 

○ A stock-picking program that outperformed the prime rate by 50%.

○ A poetry program that had a piece accepted by the New Yorker. 

Creative 
Composition

* Source: (Soni and Goodman, 2017), A Mind at Play.

Why Creativity?



Creativity has had a profound impact on our lives in many ways, shaping society, culture, technology, and personal growth:

Driving force behind technological 
innovations.

Heart of art and culture, enriching our lives and 
providing a means of expression and 
communication across different societies and eras

Creative thinking is essential for solving 
complex problems in every aspect of life, 
from individual challenges to global issues. 

Creative industries like design, fashion, and 
entertainment significantly contribute to the 
economy.

Right blend of creativity in curriculums can 
help students to be innovative and also 
encourages them to learn new things

Creativity plays a pivotal role in driving social 
change. Through artistic expression, 
individuals and groups can highlight social 
issues, inspire action, and bring about change. 

Why Creativity?



Popular measures of Creativity

1. Torrance Tests of Creative Thinking: Based on Guilford’s work on divergent thinking, TTCT 

measures creativity as a process by testing participants’ abilities in dealing with unusual uses of objects, 
specific situations, or impossibilities. TTCT is centered around evaluating four dimensions of creativity: 

fluency, flexibility, originality and elaboration

Creativity as a Process

1. Consensual Assessment Technique: CAT states that the most valid assessment of the creativity 

of an idea or creation in any field is the collective judgment of experts in that field.

       Creativity as a Product
Torrance, E. P. Torrance Tests of Creative Thinking (TTCT) APA PsycTests.

https://doi.org/10.1037/t05532-000

Amabile, T. M. (1982). Social psychology of creativity: A consensual assessment technique. Journal of Personality and Social Psychology, 43(5), 997–1013. 
https://doi.org/10.1037/0022-3514.43.5.997

https://psycnet.apa.org/doi/10.1037/t05532-000
https://psycnet.apa.org/doi/10.1037/0022-3514.43.5.997


Our fascination with creativity has led to a 
long line of work examining if AI can perform 

creative tasks.



Overview (History & Challenges)



Early Approaches to Story Generation

● TALE-SPIN, An Interactive Program that Writes Stories (IJCAI 1977) 
○ Top-down algorithmic planning based on:

■ Character traits 

■ Social and Physical constraints 

Joe Bear is Hungry Joe Bear wants to eat honey

Joe Bear thinks 
you’re a friend Joe Bear would ask for a favor

https://www.ijcai.org/Proceedings/77-1/Papers/013.pdf


Early Approaches to Story Generation

● TALE-SPIN, An Interactive Program that Writes Stories (IJCAI 1977) 

Joe Bear is Hungry Joe Bear wants to eat honey

Joe Bear thinks 
you’re a friend Joe Bear would ask for a favor

One day Joe Bear was hungry . He asked his friend Irving Bird 
where some honey was. Irving told him there was a beehive in 
the oak tree. Joe walked to the oak tree. He ate the beehive.

https://www.ijcai.org/Proceedings/77-1/Papers/013.pdf


Early Approaches to Story Generation

● TALE-SPIN, An Interactive Program that Writes Stories (IJCAI 1977) 
○ Story Generation After TALE-SPIN Natalie Dehn (IJCAI 1981)

One day Joe Bear was hungry . He asked his friend Irving Bird 
where some honey was. Irving told him there was a beehive in 
the oak tree. Joe walked to the oak tree. He ate the beehive.

https://www.ijcai.org/Proceedings/77-1/Papers/013.pdf
https://www.ijcai.org/Proceedings/81-1/Papers/004.pdf


Early Approaches to Story Generation

● TALE-SPIN, An Interactive Program that Writes Stories (IJCAI 1977) 
○ Story Generation After TALE-SPIN Natalie Dehn (IJCAI 1981)

● Creating characters in a story-telling universe (Poetics 1984)
○ Incorporate author goals over generating solely from character goals i.e. “The author wants to 

show that Joe and Irving are friends”

One day Joe Bear was hungry . He asked his friend Irving Bird 
where some honey was. Irving told him there was a beehive in 
the oak tree. Joe walked to the oak tree. He ate the beehive.

https://www.ijcai.org/Proceedings/77-1/Papers/013.pdf
https://www.ijcai.org/Proceedings/81-1/Papers/004.pdf
https://www.sciencedirect.com/science/article/pii/0304422X84900019


Branching out to Poetry

A Flexible Integrated Architecture 
For Generating Poetic Texts (ERA, 
2000)

Combining a series of operations 
sequentially to generate poetry

https://era.ed.ac.uk/bitstream/handle/1842/3461/0016.pdf?sequence=1&isAllowed=y
https://era.ed.ac.uk/bitstream/handle/1842/3461/0016.pdf?sequence=1&isAllowed=y


Altering the Style of Text

● Generating natural language under pragmatic constraints (Journal of 
Pragmatics, 1987)

○ Varying the style of generation based on these syntactic constraints

Formal Colloquial

https://www.sciencedirect.com/science/article/pii/0378216687901093


Progressing Into Generating Text with Abstract Properties 

HAHAcronym: A Computational Humor System (ACL 2005)

Challenging problem in a limited scope with interesting results!

WORDPLAY: WHEN LANGUAGE MEETS GAMES @ ACL 2024

https://aclanthology.org/P05-3029.pdf
https://wordplay-workshop.github.io/modern/
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Why do we need Content Planning?

Ensure that events follow a coherent sequence to achieve (sub)goals, allowing for 
character development, promote long-term coherence



Why do we need Content Planning?

Ensure that events follow a coherent sequence to achieve (sub)goals, allowing for 
character development, promote long-term coherence

Plan-And-Write 

Yao et al. AAAI 2019

https://vnpeng.net/bibliography/yao2019plan/


How can we learn to generate plans? 

Planner is trained on keyword-level plots extracted from human-written stories

Yao et al. AAAI 2019

https://vnpeng.net/bibliography/yao2019plan/


Some Results

Without Storyline Planning
Story (generated):
i wanted to learn how to draw. 
so, i decided to go to the gym. 
i went to the local gym. 
i got a lot of good grades. 
i was very happy.

With Storyline Planning
Storyline (generated): wanted -> 
decided -> class -> practiced -> well
Story (generated): 
i wanted to be a gymnast.
i decided to learn how to do 
gymnastics.
i decided to take a class.
i practiced every day. 
i was able to do well on the class.

28

Title: gymnastics

Automatic and Human Evaluation shows that 
the Plan-and-Write strategies generate more 
interesting, less repetitive, and more on-topic 
stories.



There’s more than one way to skin a cat!

Fan et al. 2019 Martin et al. 2018

https://aclanthology.org/P19-1254/
https://ojs.aaai.org/index.php/AAAI/article/view/11430


Lessons Learned (Prior to Pre-Trained LMs)

● Neural networks trained on story datasets can generate locally coherent 

sentences ⇒ not yet good enough for 5-line stories.

○ Local repetitions are prevalent 

● Plan-and-write can improve the long-term coherence of generated text.

○ More “idea progresses”

○ Less repetitions



What makes a plot attractive to a reader?

Once you can generate a coherent plot, the next step is improving the “quality” of 
these plots 



What makes a plot attractive to a reader?

Once you can generate a coherent plot, the next step is improving the ‘quality’ of 
these plots 

From Aristotle’s Poetics:

● “Mythos” - Logically connected events forming the plot

● “Ethos” - Characters with consistent personalities 

● “Dianoia” - Relevant, thoughtful content to prove a point

● “Lexis” - Meaningful diction between characters



What makes a plot attractive to a reader?

Once you can generate a coherent plot, the next step is improving the ‘quality’ of 
these plots 

From Aristotle’s Poetics:

● “Mythos” - Logically connected events forming the plot

● “Ethos” - Characters with consistent personalities 

● “Dianoia” - Relevant, thoughtful content to prove a point

● “Lexis” - Meaningful diction between characters

Insight: Learn to score these properties to generate “better” plots



How can we incorporate these principles into LLMs?

Content Planning for Neural Story Generation with Aristotelian Rescoring

Goldfarb-Tarrant et al. EMNLP 2020

https://arxiv.org/pdf/2009.09870


How can we incorporate these principles into LLMs?

● Rescorers for each criteria that score the quality of an example plot ‘x’:

Content Planning for Neural Story Generation with Aristotelian Rescoring

Goldfarb-Tarrant et al. EMNLP 2020

Holtzman et al. ACL 2018

https://arxiv.org/pdf/2009.09870
https://arxiv.org/abs/1805.06087


Training Rescorers: Event - Inter Shuffle

Content Planning for Neural Story Generation with Aristotelian Rescoring

Goldfarb-Tarrant et al. EMNLP 2020

https://arxiv.org/pdf/2009.09870


Training Rescorers: Event - Intra Shuffle

Content Planning for Neural Story Generation with Aristotelian Rescoring

Goldfarb-Tarrant et al. EMNLP 2020

https://arxiv.org/pdf/2009.09870


Training Rescorers: Event - Verb Shuffle

Content Planning for Neural Story Generation with Aristotelian Rescoring

Goldfarb-Tarrant et al. EMNLP 2020

https://arxiv.org/pdf/2009.09870


Training Rescorers: Character (Entity)

Content Planning for Neural Story Generation with Aristotelian Rescoring

Goldfarb-Tarrant et al. EMNLP 2020

https://arxiv.org/pdf/2009.09870


Training Rescorers: Relevance

Content Planning for Neural Story Generation with Aristotelian Rescoring

Goldfarb-Tarrant et al. EMNLP 2020

https://arxiv.org/pdf/2009.09870


How can we incorporate these principles into LLMs?

● Rescorers for each criteria that score the quality of an example plot ‘x’:

● Learn mixture weights of the rescorer outputs along with the traditional 
language model loss

Content Planning for Neural Story Generation with Aristotelian Rescoring

Goldfarb-Tarrant et al. EMNLP 2020

https://arxiv.org/pdf/2009.09870


Example: Improved plot with rescoring

Content Planning for Neural Story Generation with Aristotelian Rescoring

Goldfarb-Tarrant et al. EMNLP 2020

https://arxiv.org/pdf/2009.09870


Example: Improved plot with rescoring

Content Planning for Neural Story Generation with Aristotelian Rescoring

Goldfarb-Tarrant et al. EMNLP 2020

The Earth is more beautiful than it thought! It’s the most beautiful planet. The sun was 
shining bright, and the air was crisp, yet the air itself was cold. Everything was so bright. It 
was the perfect day for earth to be beautiful. Everyone on the planet Earth had lived a long 
and happy life, this planet has been home to the human race for thousands of years. The 
humans were a species that had been able to survive through Earth’s harsh environment. 
the humans could survive in these harsh conditions. But one day Earth had a new life, and 
we were the first to notice it. In the middle of the night, we could see something, a small, 
dark cloud. A small, white cloud, it’s size was almost invisible. Then that cloud grew. And it 
grew... The sun, shining bright.. There was no sun. All the light was black and it covered the 
sky. Every day the sky was a dark blue. No matter the time of day, it never seemed like the 
perfect time, it was a beautiful day. For a new season to begin. Yet no one could know why. 
Why did we not have a new cycle?”

https://arxiv.org/pdf/2009.09870


Evaluation via pairwise human judgments



Lessons Learned (from Pre-trained LMs, before LLMs)

● Plan-and-write can improve the long-term coherence of generated text.
○ More “idea progresses”
○ Less repetitions

● Improved plots inspired by poetic theory help improve the quality of the 
generated stories.

○ Still suffer from local coherence issues.
○ Quite some contradictions. 



Translating These Findings to contemporary LLMs

With LLMs you get fluency/local coherence “for free”, what are the challenges/ 

opportunities?

● Long-range coherence and factual consistency

● Relevance to the premise

● Interestingness/creativity

Re3: Generating Longer Stories With Recursive Reprompting and Revision
Yang et al. EMNLP 2022

Adapting LLMs to generation stories via structured prompting without 

in-domain training! 

https://arxiv.org/abs/2210.06774
https://arxiv.org/abs/2210.06774


GPT3 Story

After years of being content with only a small inheritance, Sarah's life 
is turned upside down when she discovers she is actually a millionaire. 
She must learn to navigate her new life of luxury while also dealing with 
the guilt she feels over her new-found fortune.

Premise

...[19 words]...
I had no friends, no family, and no prospects for the future. ...[68 words]...
What I wouldn’t give to have been born into a life of luxury ...[502 words]...
someone must have left a bag at my place by mistake. ...[50 words]...
Inside the bag sat over a million dollars in cash! ...[62 words]...
I knew right away that it was dirty money ...[405 words]...
the first thing that I did was call the police! ...[128 words]...
“Listen lady, this isn’t your money ...[173 words]...
None of them could help me though—not my friends, not my kids, and certainly not 
even my husband ...[329 words]...
something told me that leaving the cash on my front step was a very deliberate and 
smart thing to do. ...[69 words]...
I’m going to tell you a story about someone who never existed and how they ended 
up on the other side of the world with a pile of cash ...[107 words]...
one of them was diagnosed with cancer. ...[58 words]...
The family used every ounce of money that they could ...[286 words]...

GPT3
Story



GPT3 Story - Lack of long range coherence

After years of being content with only a small inheritance, Sarah's life 
is turned upside down when she discovers she is actually a millionaire. 
She must learn to navigate her new life of luxury while also dealing with 
the guilt she feels over her new-found fortune.

Premise

...[19 words]...
I had no friends, no family, and no prospects for the future. ...[68 words]...
What I wouldn’t give to have been born into a life of luxury ...[502 words]...
someone must have left a bag at my place by mistake. ...[50 words]...
Inside the bag sat over a million dollars in cash! ...[62 words]...
I knew right away that it was dirty money ...[405 words]...
the first thing that I did was call the police! ...[128 words]...
“Listen lady, this isn’t your money ...[173 words]...
None of them could help me though—not my friends, not my kids, and certainly not 
even my husband ...[329 words]...
something told me that leaving the cash on my front step was a very deliberate and 
smart thing to do. ...[69 words]...
I’m going to tell you a story about someone who never existed and how they ended up 
on the other side of the world with a pile of cash ...[107 words]...
one of them was diagnosed with cancer. ...[58 words]...
The family used every ounce of money that they could ...[286 words]...

GPT3
Story



GPT3 Story - Deviating from the Premise

After years of being content with only a small inheritance, Sarah's life 
is turned upside down when she discovers she is actually a millionaire. 
She must learn to navigate her new life of luxury while also dealing with 
the guilt she feels over her new-found fortune.

Premise

...[19 words]...
I had no friends, no family, and no prospects for the future. ...[68 words]...
What I wouldn’t give to have been born into a life of luxury ...[502 words]...
someone must have left a bag at my place by mistake. ...[50 words]...
Inside the bag sat over a million dollars in cash! ...[62 words]...
I knew right away that it was dirty money ...[405 words]...
the first thing that I did was call the police! ...[128 words]...
“Listen lady, this isn’t your money ...[173 words]...
None of them could help me though—not my friends, not my kids, and certainly not 
even my husband ...[329 words]...
something told me that leaving the cash on my front step was a very deliberate and 
smart thing to do. ...[69 words]...
I’m going to tell you a story about someone who never existed and how they ended 
up on the other side of the world with a pile of cash ...[107 words]...
one of them was diagnosed with cancer. ...[58 words]...
The family used every ounce of money that they could ...[286 words]...

GPT3
Story



Recursive Re-prompting and Revision 

Plan

Draft

Rewrite

Previous Story (if 
any)

Prompt
(Structured Context)

Rerankers
Best Story 

Continuation

Final Edited 
Continuation

Contradicted Facts

LLM

LLM LLM

Setting                     Characters                    Outline

LLM

Edit

Story 
Continuations

Story 
Continuations

Story 
Continuations

After years of being content with only a small inheritance, Sarah's life 
is turned upside down when she discovers she is actually a millionaire. 
She must learn to navigate her new life of luxury while also dealing with 
the guilt she feels over her new-found fortune.

Premise

Re3: Generating Longer Stories With Recursive 
Reprompting and Revision
Yang et al. EMNLP 2022

https://arxiv.org/abs/2210.06774
https://arxiv.org/abs/2210.06774
https://arxiv.org/abs/2210.06774


Planning module to set high level actors and scenes
P

la
n

Setting: The story is set in 
  a small town in the US.Setting

1. Character Portrait: 
  Sarah Jensen is a 22-year-old woman.
2. Character Portrait: 
  Peyton Turner is Sarah’s aunt. 

Characters

Outline the main plot points of the story.
1. Sarah learns that she is a millionaire.
2. Sarah enjoys her new life of luxury.
3. Sarah feels guilt over her new-found fortune.

Outline

LLM

LLM

LLM

After years of being content with only a small inheritance, Sarah's life 
is turned upside down when she discovers she is actually a millionaire. 
She must learn to navigate her new life of luxury while also dealing with 
the guilt she feels over her new-found fortune.

Premise



Draft Module to generate prose based on the plan

LLM
Story 

Continuations

Story 
Continuations

Story 
Continuations

Story 
Continuations



Rewrite module to improve the quality of text with 
supervision



Edit module to correct errors & improve factual consistency

LLM

LLM

LLM



Re3 Story

Re3

Story

Sarah Jensen never knew she had inherited a fortune until her mother died. In 
fact, she had never met her father ...[15 words]...
The only thing Sarah did know was that he had died long ago and that her mother 
had been left a sizeable inheritance. ...[23 words]...
Sarah's mother never spent any of the money ... all that mattered to her was how 
much it would mean to her daughter when she inherited it ...[81 words]...
Sarah learned that she was a millionaire. ...[417 words]...
She would never have had a chance like this - an opportunity to be financially 
independent, to live on her own ...[544 words]...
Now that she was rich, things were going to be different for her. She could 
afford a hotel suite and a lavish meal if she wanted it. ...[450 words]...
The words "Forgive me, father, for I have sinned" came unbidden into her mind as 
she reached out for her drink and took a large sip straight from the glass. 
...[383 words]...
But the guilt was weighing on her now. ...[346 words]...

Re3

Story

After years of being content with only a small inheritance, Sarah's life 
is turned upside down when she discovers she is actually a millionaire. 
She must learn to navigate her new life of luxury while also dealing with 
the guilt she feels over her new-found fortune.

Premise



Re3 Story - Better Long Range Coherence

Re3

Story

Sarah Jensen never knew she had inherited a fortune until her mother died. In fact, 
she had never met her father ...[15 words]...
The only thing Sarah did know was that he had died long ago and that her mother 
had been left a sizeable inheritance. ...[23 words]...
Sarah's mother never spent any of the money ... all that mattered to her was how 
much it would mean to her daughter when she inherited it ...[81 words]...
Sarah learned that she was a millionaire. ...[417 words]...
She would never have had a chance like this - an opportunity to be financially 
independent, to live on her own ...[544 words]...
Now that she was rich, things were going to be different for her. She could afford 
a hotel suite and a lavish meal if she wanted it. ...[450 words]...
The words "Forgive me, father, for I have sinned" came unbidden into her mind as 
she reached out for her drink and took a large sip straight from the glass. ...[383 
words]...
But the guilt was weighing on her now. ...[346 words]...

Re3

Story

After years of being content with only a small inheritance, Sarah's life 
is turned upside down when she discovers she is actually a millionaire. 
She must learn to navigate her new life of luxury while also dealing with 
the guilt she feels over her new-found fortune.

Premise



Re3 Story - Better Relevance to the premise

Re3

Story

Sarah Jensen never knew she had inherited a fortune until her mother died. In 
fact, she had never met her father ...[15 words]...
The only thing Sarah did know was that he had died long ago and that her mother 
had been left a sizeable inheritance. ...[23 words]...
Sarah's mother never spent any of the money ... all that mattered to her was how 
much it would mean to her daughter when she inherited it ...[81 words]...
Sarah learned that she was a millionaire. ...[417 words]...
She would never have had a chance like this - an opportunity to be financially 
independent, to live on her own ...[544 words]...
Now that she was rich, things were going to be different for her. She could afford 
a hotel suite and a lavish meal if she wanted it. ...[450 words]...
The words "Forgive me, father, for I have sinned" came unbidden into her mind as 
she reached out for her drink and took a large sip straight from the glass. 
...[383 words]...
But the guilt was weighing on her now. ...[346 words]...

Re3

Story

After years of being content with only a small inheritance, Sarah's life 
is turned upside down when she discovers she is actually a millionaire. 
She must learn to navigate her new life of luxury while also dealing with 
the guilt she feels over her new-found fortune.

Premise



Recursive prompting outperforms GPT3

Re3Rolling window GPT3

45.0

54.3

45.7

60.0

44.0

64.0

74.0

83.3

0

100

% Interesting % Coherent % Relevant % Humanlike

DOC: Improving Long Story Coherence With Detailed Outline Control
Yang et al. ACL 2023

https://arxiv.org/abs/2212.10077


Lessons Learned (post LLMs)

● Plan then generate to improve the coherence of generated text

● Learned rescoring improves the quality of generated plots + stories

● Guide LLMs to generate stories by adding structures/plans to the prompt 
and recursively generating is still the way to go!

○ Improves long-term coherence
○ Improves relevance

● Long-term (factual) consistency and repetition is still an issue, but much 
more subtle!

● Need better controllable approaches to make sure the plots are followed.



Can we use structured prompts to generate even longer 
stories?

A young woman is determined to never get married and live 
her life alone, but when she meets a man who seems perfect 
for her, she begins to rethink her decision.

Premise

High-Level Idea: 
Structured planning + control on top of 

existing LM

DOC: Improving Long Story Coherence With Detailed Outline Control
Yang et al. ACL 2023

https://arxiv.org/abs/2212.10077


Structured prompts for even longer stories

1. Jenna meets Brian.
   a. …
      i. …
      ii. Jenna says hi.
   b. …

2. …
…

Detailed Outline
1. Jenna …

2. …   

Outline

…

Detailed
Outliner

DOC: Improving Long Story Coherence With Detailed Outline Control
Yang et al. ACL 2023

https://arxiv.org/abs/2212.10077


Example Outline
1. Jenna meets Brian and immediately feels drawn to him. 

a. Jenna meets Brian and feels an instant connection to 
him.

b. The two start dating and Jenna begins to fall in 
love.

2. Jenna starts to think marriage isn’t so bad after all 
when Brian seems like the perfect man for her.  
a. Jenna starts to think marriage isn’t so bad when 

Brian seems like the perfect man for her. 
b. After much soul searching, Jenna decides that she 

wants to marry Brian.
3. However, when Brian’s ex shows up and tries to win him 

back, Jenna realizes it’s better to be alone than with 
someone who doesn’t truly love you. 
a. Jenna overhears a conversation between Brian and his 

ex, Teresa. 
b. Jenna confronts Brian and Brian confesses he still 

has feelings for Teresa. 
c. Jenna breaks up with Brian.
d. Jenna decides that it’s better to be alone than with 

someone who doesn’t truly love you.

Outline



Structured prompts for even longer stories

1. Jenna meets Brian.
   a. …
      i. …
      ii. Jenna says hi.
   b. …

2. …

…

……

Detailed Outline Generated Story
1. Jenna …

2. …   

Outline

…

Detailed
Controller

Detailed
Outliner

… After getting her 
coffee, Jenna walked up 
to Brian’s table and 
greeted him with a smile 
…



Improving Prompt Structure Leads To Higher Quality 
Stories

DOCRe3

39.4

60.1

45.1

67.6

37.1

65.3

0

100

% Interesting% Coherent % Relevant

DOC: Improving Long Story Coherence With Detailed Outline Control
Yang et al. ACL 2023

https://arxiv.org/abs/2212.10077


Content 
Planning

Distilling 
Creativity to 
an Algorithm

Incorporating 
Domain 

Knowledge

Poetry and 
Prose

Stories and 
Narratives

Similes/ 
Metaphors

Puns, Jokes
Sarcasm and 

more

Our Marauder’s Map

Methods Tasks



Content 
Planning

Distilling 
Creativity to 
an Algorithm

Incorporating 
Domain 

Knowledge

Poetry and 
Prose

Stories and 
Narratives

Similes/ 
Metaphors

Puns, Jokes
Sarcasm and 

more

Our Marauder’s Map

Methods Tasks



Content Planning for Poetry Generation

Zero-Shot Sonnet Generation with Discourse-Level Planning and Aesthetics Features
Tian and Peng NAACL 2022

[1] Content-planning module 
– Generate an outline of the poem

– Equip the model with general world and linguistic 
knowledge to construct a coherent text world

[2] Rhyme module
– Generate rhyme words in the outline that follow the 

rhyme pattern

[3] Polishing module
– Two figurative devices: imagery and similes

[4] Decoding module
– Controllable decoding algorithm for meter-and-rhyme 

constrained decoding

Plan-and-write to disentangle content/ 
idea formulation for format checking.

Format Checking
Syllable Meter Rhyme

GPT-3  30.9% 17.6% 14.0%

https://arxiv.org/pdf/2205.01821.pdf


Alexa, help me write a song!
It’s his 40th birthday next Wednesday. My dad has 
orange beards and he likes to play games. 

Great! Anything else you want to include?

Oh yeah! Let him know I love him to the Moon.

Sure, one moment…
Dad, happy 40th birthday

I hope your birthday is as happy as it can be
We will celebrate with the games you like to play

…
A day of fun and laughter that's carefree

Even your orange beards would feel delighted
..

This song cannot express how much I love you
Please remember that I love you to the moon

Content Planning for Lyrics Generation

Unsupervised Melody-to-Lyric Generation
Tian et al. ACL 2023

https://aclanthology.org/2023.acl-long.513.pdf


Content Planning for Lyrics Generation

Unsupervised Melody-to-Lyric Generation
Tian et al. ACL 2023

https://aclanthology.org/2023.acl-long.513.pdf


Content Planning for Lyrics Generation
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Injecting Domain Knowledge To Enhance Creativity 

Learning the distribution of natural language and decoding via various techniques 
still generates literal text.

How can we enable LLMs to generate creative text that is figurative in nature?



Lessons Learned (prior to LMs)

● Incorporate domain specific knowledge from the web to generate non-literal 
text

For every adjective input ADJ send the query ”as ADJ as *” to Google and scan the first n snippets returned 
to extract different noun values for the wildcard

        Comprehending and generating apt metaphors: a web-driven, case-based approach to figurative language

Tony Veale, Yanfen Hao 
AAAI 2007

https://cdn.aaai.org/AAAI/2007/AAAI07-233.pdf


Figurative NLG in age of PTLMs and LLMs

1. Simile Generation
2. Metaphor Generation

a. via Texts
b. via Images



What is a Simile?

Simile is a figure of speech that compares two different kind of 
things, usually with the intent to make the description more 
emphatic or vivid 

          

      



Life is like a Pipe

TOPIC VEHICLE

COMPARATOR

EVENT
PROPERTY (IMPLICIT)

Simile Structure



Simile Structure

Life is as dark as a Pipe
TOPIC VEHICLE

COMPARATOR

PROPERTY (EXPLICIT)

EVENT
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What Does GPT-2 Say?

Having a thin figure, he looked like a well built young man

It was obscene, but she was drawn to it, like a magnet

It was obscene, but she was drawn to it fascinated, like a 
bloodhound circling a blood trail

Having a thin figure, he looked ugly like a volcano



Write a simile about Pain

GPT4

Pain is like a relentless storm, lashing at the soul with unyielding winds and unrelenting rain, leaving a landscape of emotions deeply scarred 

and forever changed.

Pain is like a relentless storm, tearing through the calm of the soul and leaving a trail of turmoil in its wake.

Pain is like a stormy sea, tumultuous and relentless, tossing the soul in waves of anguish.

Pain is like a stormy sea, tumultuous and overwhelming, crashing against the shores of one's soul with relentless force.

Pain is like a relentless storm, unyielding and pervasive, sweeping through the soul with a ferocity that leaves nothing untouched.

REPETITIVE , VERBOSE,  NOT CREATIVE

How does LLMs perform in terms of simile generation?



Task Definition
We focus on the task of generating a simile starting from a literal 
utterance that contains the TOPIC, EVENT and PROPERTY. 

Having a thin figure, he looked  ugly

Literal

Simile

Having a thin figure, he looked  like a walking corpse

Generating similes effortlessly like a Pro : A Style Transfer 
Approach for Simile Generation

Tuhin Chakrabarty , Smaranda Muresan and Nanyun Peng  (EMNLP 2020)



Our approach
We frame this task as a style-transfer problem where the author’s 
intent is to make the description of the TOPIC more emphatic by 
introducing a comparison with the VEHICLE via a shared PROPERTY

● Automatic creation of a parallel corpus of [literal sentence, 
simile] pairs using Common sense Property

● Transfer learning from a pre-trained model for generating high 
quality similes.



Parallel Data Creation
Crawl self labeled similes from Reddit

I'm at work laughing like a crazy person 
Now the food I eat, tastes like a divine cuisine
It looked like a massacre 
It almost sounded like a roar



Convert them to literal sentences using Common Sense

                                  COMET                                     

                                                   P                                        

                                                                                            

                                                                                           P           PERPLEXITY RANKING

                                                               

Love is like a unicorn

 Love is rare

Parallel Data Creation



What is COMET ?
COMET is a transformer based GPT model fine-tuned on 
ConceptNet that can produce common sense knowledge on 
demand for any head entity that can be expressed through 
language 



I'm at work laughing like a crazy person 
Now the food I eat, tastes like a divine cuisine
It looked like a massacre 
It almost sounded like a roar

I'm at work laughing dangerously
Now the food I eat, tastes delicious
It looked tragic 
It almost sounded loud and powerful

  COMET

Parallel Data Creation



I'm at work laughing like a crazy person 
Now the food I eat, tastes like a divine cuisine
It looked like a massacre 
It almost sounded like a roar

I'm at work laughing dangerously
Now the food I eat, tastes delicious
It looked tragic 
It almost sounded loud and powerful

  COMET

           BART
DECODER 
TARGET ENCODER

SOURCE

Finetune BART For Generation



I'm at work laughing like a crazy person 
Now the food I eat, tastes like a divine cuisine
It looked like a massacre 
It almost sounded like a roar

I'm at work laughing dangerously
Now the food I eat, tastes delicious
It looked tragic 
It almost sounded loud and powerful

  COMET

           BARTDECODER 
TARGET

ENCODER
SOURCE

You just started staring off into space and 
smiling dangerously 
The food cooked by mother is always 
delicious

  BART You just started staring off into space 
and smiling like a lunatic 
The food cooked by mother is always
like a feast to me

Finetune BART For Generation



Human evaluation

● CREATIVITY (C)  “How creative are the utterances?”
●  OVERALL QUALITY (OQ) “How good is the simile overall? ( Turk 

guidelines was to score based on how creative, well formed, 
meaningful and relevant it is with respect to the literal utterance))

●  RELEVANCE1 (R1) “How relevant is the generated VEHICLE in 
terms of portraying the PROPERTY?”

●  RELEVANCE2 (R2) “How relevant is the VEHICLE to the TOPIC 
in the generation?”



Comparisons
 ● RTRVL : Use ConceptNet to retrieve vehicle using the property

● BART  : Use pre-trained BART

● META_M [ Stowe et al. (2020) ] : Metaphor Masking model 
where we mask the literal property but keep the context 

 The city was <MASK>        The city was like a painting

● SCOPE  : Style Transfer through Common Sense Property

● HUMAN  : Human Written or Gold Similes



Human Eval Results



What is a Metaphor ?
A figure of speech in which a word or phrase literally denoting one kind 
of object or idea is used in place of another to suggest a likeness or 
analogy between them.*

    You’re drowning in student loan debt.

       Lightning danced across the sky.

                                                                 *Merriam webster



● Given a literal input sentence, generate a corresponding metaphoric 
sentence

● Simplifying assumption: focus on verbs as they are often the key 
component of metaphoric expressions (Steen et al., 2010; Martin, 2006).

94

Task Definition

Task Definition
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Task Definition

The window panes were rattling as the wind blew through them 

Literal

Metaphor

The window panes were trembling as the wind blew through them 

Task Definition MERMAID: Metaphor Generation with Symbolism and 
Discriminative Decoding

Tuhin Chakrabarty ,Xurui Zhang, Smaranda Muresan and Nanyun Peng (NAACL 2021)



Symbolic 
meaning and 
semantic 
consistency is 
the key



● Theoretically-grounded relation between metaphors and 
symbols 

“A metaphor is not language, it is an idea expressed by 
language, an idea that in its turn functions as a symbol to 
express something” (Susanne Langer)

97

Insight



● 1) Automatically create a parallel dataset of sentence pairs (literal, 
metaphoric)
● Identify metaphoric sentences (sentences with metaphoric verbs)
● Generate literal equivalents that are semantically consistent

● 2) Fine-tune a seq2seq model (BART (Lewis et al 2019) ) on our parallel 
data and use a discriminator to guide the decoding process 

● Asses quality of generated metaphors through  intrinsic and task-based 
evaluations

98

Approach
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       The house where love had died   

       The house where love had ended   

Identify 
Metaphoric verbs

Convert to literal meaning that 
is semantically consistent

Automatic Creation of Parallel Data

Gutenberg 
Poetry Corpus



• Use Masked Language Model infilling (e.g., BERT) to generate verbs 
that have a literal sense 

100

Generate literal meaning 

       The house where love had MASK   

started (0.003)
originated (0.004)
been (0.004)
…
ended (0.01)

Re-ranked based on inverse 
metaphoricity score



• We want semantic consistency with the metaphorical verb

• Use COMeT with the SymbolOf relation 

101

Maintaining Semantic Consistency

       The house where love had died   



• We want semantic consistency with the metaphorical verb

• Use COMeT with the SymbolOf relation 

102

Generate literal meaning 

       The house where love had started          The house where love had ended   
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       The house where love had died   

    COMET

       The house where love had ended   

   Symbol Of
Loss,  Loneliness, Despair,..

Identify 
Metaphoric verbs

+

Convert to Literal: MLM  + 
re-ranked by semantic 
meaning overlap

Automatic Creation of Parallel Data
Gutenberg 
Poetry Corpus
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That wounded forehead dashed with 
blood and wine
.......

That wounded forehead covered 
with blood and wine
.........

104

BART

DECODER 
TARGET

ENCODER
SOURCE

Training

104

Black desert covered in iron silences 

Decoding step

BART Black desert gripped in iron silences DISCRIMINATOR

(Metaphor detection 
rescoring model )

Finetune BART For Generation



Test set

• Source1: literal examples from Mohammad et al  (2016)

• Source2: literal examples from r/WRITINGPROMPT and r/OCPOETRY

• Randomly select 150 examples

• Ask 2 literary experts to generate metaphors 
 

Baselines

• Lexical Replacement (LexRep): MLM+COMET

• Metaphor Masking (META_M) (Stowe et al, 2020) 

• Fine-tuned BART (our model without the discriminator)
105

Intrinsic Evaluation
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Intrinsic Evaluation

Automatic Evaluation:

• Semantic Similarity with literal input using SBERT for Meaning 

• BERTScore between generated and gold metaphors

Human Evaluation:

• Criteria: Fluency, Meaning Preservation, Creativity, Metaphoricity

• Scale:  1 (worst) – 5 (best)

• Mturk: 5 crowdsource workers per HIT



SYSTEM SIMILARITY 
WITH LITERAL

BERTSCORE
WITH GOLD

HUMAN1 86.6 -

HUMAN2 84.2 -

LEXREP 79.6 0.56

META_M 73.2 0.62

BART 83.6 0.65

MERMAID 85.0 0.71

Automatic Evaluation Results 



SYSTEM FLU MEA CREA META

HUMAN1 3.83 3.77 4.02 3.52

HUMAN2 3.29 3.43 3.58 3.16

LEXREP 2.21 2.59 2.16 1.98

META_M 2.10 1.91 2.00 1.89

BART 3.33 3.08 3.16 2.85

MERMAID 3.46 3.35 3.50 3.07

IAA using Krippendorff’s alpha for Creativity, Meaning, Fluency and Metaphoricity are 0.44, 0.42, 0.68, 0.52

Human Evaluation Results 



Lessons Learned (from Pre-trained LMs)

● Incorporate domain specific knowledge from from external / task specific 
knowledge models and we distill it through fine-tuning generate non-literal text



Generating figurative language
So how does this connect to current contemporary LLMs? 

Now we can elicit figurative knowledge from pre-training via chain-of-thought



What is a visual metaphor?

Powerful rhetorical device used to 
persuade or communicate creative 
ideas through images. Similar to 
linguistic metaphors, they convey 
meaning implicitly through symbolism 
and juxtaposition of the symbols

111

Generating Visual Metaphors

I Spy a Metaphor: Large Language Models and Diffusion Models Co-Create Visual Metaphors (ACL 
2023)

Tuhin Chakrabarty*, Arkadiy Saakyan*, Olivia Winn* , Artemis Panagopoulou, Yue Yang, Marianna Apidianaki, Smaranda Muresan



112

Task Description
Most NLP research in NLP has focused on understanding and generating textual 
metaphors. 

The goal here is generating visual metaphors from linguistic metaphors

He was a lion in the 
battlefield



Why is this challenging ?

In order to generate high-quality visual metaphors from linguistic metaphors, models are 
required to first identify the implicit meaning, as well as the objects, properties, and 
relations involved, and then find a way to combine them in the generated image

The visual metaphor generation task is greatly impacted by two common challenges in 
text-to-image models, namely Underspecification and  Attribute-Object Binding 

Underspecification refers to the fact that finite and reasonable-length linguistic descriptions 
of real-world scenes by necessity omit a great deal of visual information (Hutchinson et al., 
2022). 

Attribute-Object Binding  is the task of how to bind the attributes to the correct objects and 
is a fundamental problem for a more complex and reliable compositional generalization. 
(Saharia et al 2022)



Eliciting literal meaning from metaphor via Commonsense

114

PROMPT: Your task will be to elaborate a metaphor with rich 
visual details along with the provided objects to be included and 
implicit meaning. Make sure to include the implicit meaning and 
the objects to be included in the explanation 

1.: My lawyer is a shark. 
      Objects to be included: Lawyer, Shark 
      Implicit Meaning: fierce 
      Visual elaboration: A shark in a suit with fierce eyes and a  
       suitcase and a mouth open with pointy teeth. 
2. Metaphor: I’ve reached my boiling point. 
    Objects to be included: Person, Boiling Pot 
    Implicit Meaning: anger 
    Visual elaboration: A boiling pot of water with a person’s head 
    popping out    of the top, steam coming out of their ears, and 
an 
    angry expression on their face. 
[….] 

TEST EXAMPLE:
 6. Metaphor: My bedroom is a pigsty 
     Objects to be included: Messy bedroom, Pig 
     Implicit Meaning: dirty 
     Visual elaboration: A bedroom with clothes and garbage  
     everywhere with a pig in the center rooting around.



Chain-of-Thought to generate better prompts for Dall-e
● A novel approach for generating 

visual metaphors through the 
collaboration of large language 
models (LLMs) and 
diffusion-based text-to-image 
models

● A high-quality visual metaphor 
dataset built through Human-AI 
collaboration 

● A thorough  evaluation of 
LLM-Diffusion Model collaboration 
and Human-AI collaboration



Lessons Learned (post LLMs)

● Incorporate domain specific knowledge from the same LLM via advanced 
prompting techniques via chain of thought and generate figurative content 
conditioned on the elicited knowledge



Contents

● What does it mean to be creative? 
● Overview (History & Challenges) 
● Current status of creative NLG (LLMs ++) 

○ Content planning / Stories
○ Inject domain knowledge -> Figurative language 
○ The “Twist” (creativity->algorithm, e.g., principles of humor, poetry) 

● Evaluation 
● Co-creativity 
● Future directions
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What are the components of creative writing?

● Creativity: the special sauce that makes it novel and 
distinctive

● Artistry: figurative language to increase 
expressiveness

● Structure: content planning is the foundation of 
creative writing

Key challenge: we do not have a theoretical understanding of creativity.

Know it when we see it



Approaches

● Learning from data
○ Training on human-generated creative text

● Adding priors
○ Injecting known recipes for creative writing to the model

● Human-in-the-loop (later!)
○ Creativity is easy to spot but hard to generate



Learning from data

Supervised learning: train an end-to-end model on human-written jokes

He Ren, Quan Yang. Neural Joke Generation. Report. 2017.

Not very successful 
due to small data

https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1174/reports/2760332.pdf


Learning from data

Unsupervised learning: train a large language model on jokes (and other text) 



Learning from data

But can LLMs generate truly novel jokes?

90% of 1008 jokes are based on 25 jokes through paraphrasing and modification.

Sophie Jentzsch  and Kristian Kersting. ChatGPT is fun, but it is not funny! Humor is still challenging Large Language Models. Arxiv 2023.

Why did the physics teacher break 
up with the biology teacher? There 
was no chemistry!

Why did the physics student 
break up with their lab partner? 
There was no chemistry!

Why did the machine learning 
algorithm cross the road? To get 
to the other side of the training 
data set!

Why did the chicken cross the 
road? To get to the other side.

https://arxiv.org/abs/2306.04563


Approaches

● Learning from data
○ Training on human-generated creative text

● Adding priors
○ Injecting known recipes for creative writing to the model

● Human-in-the-loop (later!)
○ Creativity is easy to spot but hard to generate



Adding priors: case study on pun generation

        The target word can be interpreted in two different ways in the sentence.

Zhiwei Yu, Jiwei Tan and Xiaojun Wan. A Neural Approach to Pun Generation. ACL 2018.

Backward-forward generation to 
ensure the target word is included.

https://aclanthology.org/P18-1153


Adding priors: case study on pun generation

        Humor is perceived upon resolving the incongruity between two concepts

He He, Nanyun Peng and Percy Liang. Pun Generation with Surprise. NAACL 2019.

“Yesterday I accidentally swallowed some food coloring. The doctor 
says I'm OK, but I feel like I've dyed (died) a little inside.”

High local 
surprisal 

Low global 
surprisal 

Incongruity 
resolved

https://arxiv.org/abs/1904.06828


Adding priors: case study on pun generation

         Instantiating the local-global surprisal

He He, Nanyun Peng and Percy Liang. Pun Generation with Surprise. NAACL 2019.

Low local surprisal

High local surprisal

Resolution: low global surprisal

https://arxiv.org/abs/1904.06828


Incorporating humor principles increase funniness but reduces grammaticality.

Adding priors: case study on pun generation

He He, Nanyun Peng and Percy Liang. Pun Generation with Surprise. NAACL 2019.

https://arxiv.org/abs/1904.06828


        Puns follow a specific structure that can be learned from data

Adding priors: case study on pun generation

Yufei Tian, Divyanshu Sheth, Nanyun Peng. A Unified Framework for Pun Generation with Humor Principles. EMNLP 2022.

D1: suggesting 
the pun word

D2: suggesting the 
alternative word

Basic 
components

Controlled generation 
+ reranking

https://arxiv.org/search/cs?searchtype=author&query=Tian,+Y
https://arxiv.org/search/cs?searchtype=author&query=Sheth,+D
https://arxiv.org/search/cs?searchtype=author&query=Peng,+N
https://aclanthology.org/2022.findings-emnlp.237/


Adding priors: case study on pun generation

Yufei Tian, Divyanshu Sheth, Nanyun Peng. A Unified Framework for Pun Generation with Humor Principles. EMNLP 2022.

Improved fluency

Generalizable to other type 
of puns

https://arxiv.org/search/cs?searchtype=author&query=Tian,+Y
https://arxiv.org/search/cs?searchtype=author&query=Sheth,+D
https://arxiv.org/search/cs?searchtype=author&query=Peng,+N
https://aclanthology.org/2022.findings-emnlp.237/


Lessons Learned 

● Learning from supervised data:

○ Small amount of supervision from humans

○ Unlikely to generate truly novel text

● Adding priors:

○ Mainly domain-specific approaches

○ Need better/deeper understanding of creativity
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Challenges in evaluating open ended NLG

● Evaluating open ended text generation is difficult
● High variance between workers, poor calibration and cognitively demanding 

tasks can lead researchers to draw misleading conclusion



Human Centered Evaluation of Creative Writing

Art or Artifice? Large Language Models and the False Promise of Creativity

Tuhin Chakrabarty , Philippe Laban, Divyansh Agarwal, Smaranda Muresan, Chien-Sheng Wu

CHI 2024



  On Mturk asking crowdworkers to evaluate
  using Likert scale 

   Problems :

    Issues in Reproducibility
    Randomness
    No Fixed Taxonomy
    Lack of Objectivity
  

Common Practice in NLP evaluation of Creativity

How can we do better ?
Can LLMs ever automate creativity evaluation?



Most evaluation of creativity in other disciplines looks at creativity as a 
process such as the Torrance Test of Creative Thinking (TTCT).

Based on Guilford’s work on divergent thinking, TTCT measures creativity as a 
process by testing participants’ abilities in dealing with unusual uses of objects, 
specific situations, or impossibilities. TTCT is centered around evaluating four 
dimensions of creativity: fluency, flexibility, originality and elaboration

Torrance, E. P. Torrance Tests of Creative Thinking (TTCT) APA PsycTests.

https://doi.org/10.1037/t05532-000

https://psycnet.apa.org/doi/10.1037/t05532-000


Contrary to the TTCT, The Consensual Assessment Technique states that the most 
valid assessment of the creativity of an idea or creation in any field is the collective 
judgment of experts in that field.

Amabile, T. M. (1982). Social psychology of creativity: A consensual assessment technique. Journal of Personality and Social Psychology, 43(5), 997–1013. 
https://doi.org/10.1037/0022-3514.43.5.997

https://psycnet.apa.org/doi/10.1037/0022-3514.43.5.997


Based on Torrance Test of Creative Thinking which measures creativity as a 
process and using the Consensual Assessment Technique (CAT) we design the 
Torrance Tests for Creative Writing (TTCW) to evaluate creativity as product

We focus on short fiction written by humans and LLMs for measuring creativity



● Design Principle 1: Leveraging the Torrance Test Metrics.

● Design Principle 2: Artifact-centric Testing.

● Design Principle 3: Binary (Yes-No) Questions with Open-Ended Rationales.

● Design Principle 4: Additive Nature of Tests.

Design Considerations for Creativity Eval



Design Principle 1: Leveraging the Torrance Test Metrics

● Fluency. The total number of interpretable, meaningful, and relevant ideas generated in response to 
the stimulus.

● Flexibility. The number of different categories of relevant responses.
● Originality. The statistical rarity of the responses.
● Elaboration. The amount of detail in the responses.

Based on Guilford’s work on divergent thinking TTCT measures creativity as a process by 
testing participants’ abilities in dealing with unusual uses of objects, specific situations, or 
impossibilities.

Researchers have repurposed these dimensions effectively in diverse sectors like science education
[59], content strategies in marketing [4], and even in HCI, particularly interface design [5]

[1] Teresa M Amabile. 1982. Social psychology of creativity: A consensual assessment technique. Journal of personality and social psychology 43, 5 (1982), 997.
[2] John Baer and Sharon S McKool. 2009. Assessing creativity using the consensual assessment technique. In Handbook of research on assessment technologies, methods, and applications in higher 
education. IGI Global, 65–77.

[3] Y Trisnayanti, A Khoiri, Miterianifa Miterianifa, and HD Ayu. 2019. Development of Torrance test creativity thinking (TTCT) instrument in science learning. In AIP Conference Proceedings ,Vol. 2194. AIP 
Publishing
[4] Faye S McIntyre, Robert E Hite, and Mary Kay Rickard. 2003. Individual characteristics and creativity in the marketing classroom: Exploratory insights. Journal of Marketing Education 25, 2 (2003), 
143–149
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A key consideration when designing tests to evaluate creativity is whether to center the evaluation on the cognitive process that leads to 
creativity, or whether to evaluate the final artifact, which is a byproduct of the process

Much prior work – including the TTCT – takes a design-centric approach, as it includes richer observation of the evaluated individual, 
which might not be captured in the final artifact. Prior work has argued that neatly separating process from artifact is challenging, as the 
two are “tightly integrated" [6] with “the creative process leaving traces within the artifact” [7]

Observing the process is not always possible, particularly when evaluating the creativity of an pre-existing artifact (e.g., a short story 
written years ago), or evaluating black-box agents such as LLMs, whose process cannot be observed in an interpretable way

Design Principle 2: Artifact Centric Testing

[6] Roger E Beaty and Dan R Johnson. 2021. Automating creativity assessment with SemDis: An open platform for computing semantic distance. Behavior research methods 53, 2 (2021), 757–780.
[7] John B Biggs and Kevin F Collis. 1982. The psychological structure of creative writing. Australian Journal of Education 26, 1 (1982), 59–70



Design Principle 3: Binary (Yes-No) Questions with Open-Ended Rationales.

The binary assessment can be used for quantitative assessment, such as measuring agreement amongst evaluators, or comparative 
evaluation of a story collection whereas the rationale can be used for qualitative assessment, such as understanding concrete 
reasons for the passing or failing of a test around the most common themes that lead to the passing or failing of a given test.



Design Principle 4 : Additive Nature of Tests

We have 14 tests in total for creativity evaluation and each test is intended to be independent from other test (i.e., no test is a 
prerequisite to another question), but the creative assessment of a given artifact requires completing all the TTCW. 

The final creative assessment of a given artifact is the number of tests passed by the artifact, with the general expectation that 
passing more tests is directly proportional to the creativity of the artifact



Collect creativity measures across 4 dimensions following CAT



Torrance Test of 
Creative Writing

(TTCW)



● These expert measures are supposed to be discriminative questions but to 
make sure both other experts or LLMs understand exactly what they mean 
we need more detailed quantifiable prompts that is almost algorithmic / 
logical

Creativity Measures : Rethinking TTCT

Collected
Measure

Elucidation through Prompt 
Engineering Quantifiable Natural

Language Prompt





Now that we have all these tests how do we utilize them?

How to design the evaluation ?

What data to use ?



Comparable Groups of Short Stories

NEWYORKER



12 groups of stories

Each group : 4 stories

Total = 48





ABSOLUTE
EVALUATION



RELATIVE
EVALUATION



     Do the LLMs pass as many tests as expert-written stories?



Can experts distinguish between LLM and professional written short stories?

RANK GUESSING 
AUTHORS



Expert explanations are detailed and shed light



How do experts discriminate AI vs human written text?



 

So LLMs cannot show creativity in writing 
but can it administer individual creativity (TTCT) tests?



Can LLMs simulate the evaluation thereby demonstrating creative understanding ?



Additive Nature of Creativity Tests

Expert Annotation: Pearson Correlation 0.69



CLAUDE

GPT4

GPT3.5





Contributions and Takeaways

Fine-grained taxonomy for evaluation of long form creative writing

2000 granular Expert annotation across 48 stories

First of its kind benchmarking for Creativity across state of the art popular LLMs

LLM generated stories lack significantly behind Expert written stories and struggle largely across 
all four dimensions of Fluency, Flexibility, Originality and Elaboration 

CAN LLMS PROVIDE ASSISTANCE INSTEAD OF AUTOMATION?
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● We’ve developed increasingly competent models that:

○ Follow user instructions and prompts

○ Generate fluent and often high-quality text

○ Can provide multiple variants of text by sampling from the model 

distribution



Can We Use LLMs for Assistance Instead of Automation?

● We’ve developed increasingly competent models that:

○ Follow user instructions and prompts

○ Generate fluent and often high-quality text

○ Can provide multiple variants of text by sampling from the model 

distribution

Insight: View models as complementary tools to help human-users exhibit their 

own ideas



Initial Case Studies Demonstrating the Machine-in-the-Loop 
Pipeline

Creative writing with a machine in the loop: Case studies on slogans and stories
Elizabeth Clark, Anne Spencer Ross, Chenhao Tan, Yangfeng Ji, Noah A. Smith (IUI 2018)



Collaborative Story (and Slogan) Writing 

Creative writing with a machine in the loop: Case studies on slogans and stories
Elizabeth Clark, Anne Spencer Ross, Chenhao Tan, Yangfeng Ji, Noah A. Smith (IUI 2018)



Collaborative Story Writing With Model Continuations

Creative writing with a machine in the loop: Case studies on slogans and stories
Elizabeth Clark, Anne Spencer Ross, Chenhao Tan, Yangfeng Ji, Noah A. Smith (IUI 2018)



Collaborative Creative Image Captioning

Machine-in-the-Loop Rewriting for Creative Image Captioning
Vishakh Padmakumar, He He (NAACL 2022)



Trained Model Provides Figurative and Descriptive 
Suggestions To Users

Machine-in-the-Loop Rewriting for Creative Image Captioning
Vishakh Padmakumar, He He (NAACL 2022)



Lessons Learned

● Train models to complement the challenges faced by human users 



Transitioning to Broader Assistance



Transitioning to Broader Assistance

● Each of these works are essentially “single-use” assistants 

○ Anticipate a use case in the creative process

○ Train a model to solve this issue

○ Evaluate collaborative human+model performance on the task



Transitioning to Broader Assistance

● Each of these works are essentially “single-use” assistants 

○ Anticipate a use case in the creative process

○ Train a model to solve this issue

○ Evaluate collaborative human+model performance on the task

We want assistants that solve multiple user needs in different writing tasks!



How Can We Enable More Comprehensive 
Coverage of User Needs?

179

Help me write a Poem - Instruction Tuning as a Vehicle for 
Collaborative Poetry Writing

Tuhin Chakrabarty*, Vishakh Padmakumar* , He He (EMNLP 2022)

Instructions
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Instructions



Brief Intro to Instruction Tuning

Collect supervised set of instructions and corresponding output that satisfies them

Instruction Output

Write a subject line for this 
message: 

I have attached a draft of the letter 
to be sent to Mr. Esses. Please give 
me any comments you may have 

by 4:00 p.m. today. Thanks.

Feedback on Letter 
for Mr. Esses



Brief Intro to Instruction Tuning

Finetune a pretrained LM to generate the output given the instruction

Write a subject line for this 
message: 

I have attached a draft of the letter 
to be sent to Mr. Esses. Please give 
me any comments you may have 

by 4:00 p.m. today. Thanks.

Feedback on Letter 
for Mr. Esses



How Can We Enable More Comprehensive Coverage 
of User Needs?

183

Help me write a Poem - Instruction Tuning as a Vehicle for Collaborative Poetry Writing

Tuhin Chakrabarty*, Vishakh Padmakumar* , He He (EMNLP 2022)



How Can We Enable More Comprehensive Coverage 
of User Needs?

184

● Instructions offer an natural language interaction format for accessible 

assistance

● Allows us to anticipate many different user needs and train for them

● At test time, we also potentially generalize to unseen instructions 

Help me write a Poem - Instruction Tuning as a Vehicle for Collaborative Poetry Writing

Tuhin Chakrabarty*, Vishakh Padmakumar* , He He (EMNLP 2022)
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Instructions



How Do We Collect a Set of Instructions for Poetry 
Writing?

Help me write a Poem - Instruction Tuning as a Vehicle for Collaborative Poetry Writing

Tuhin Chakrabarty*, Vishakh Padmakumar* , He He (EMNLP 2022)



How Do We Collect a Set of Instructions for Poetry 
Writing?
Step 1: Scrape poetic verses from different online sources like Reddit 

Help me write a Poem - Instruction Tuning as a Vehicle for Collaborative Poetry Writing

Tuhin Chakrabarty*, Vishakh Padmakumar* , He He (EMNLP 2022)



How Do We Collect a Set of Instructions for Poetry 
Writing?
Step 1: Scrape poetic verses from different online sources like Reddit 

Step 2: Create synthetic instructions for these via specific templates

Help me write a Poem - Instruction Tuning as a Vehicle for Collaborative Poetry Writing

Tuhin Chakrabarty*, Vishakh Padmakumar* , He He (EMNLP 2022)



Ensure a Comprehensive Set of Templates

● Staying on Subject:

Help me write a Poem - Instruction Tuning as a Vehicle for Collaborative Poetry Writing

Tuhin Chakrabarty*, Vishakh Padmakumar* , He He (EMNLP 2022)



Ensure a Comprehensive Set of Templates

● Control on Literary Devices:

Help me write a Poem - Instruction Tuning as a Vehicle for Collaborative Poetry Writing

Tuhin Chakrabarty*, Vishakh Padmakumar* , He He (EMNLP 2022)



CoPoet: T5 Fine-tuned on Poetry Instructions



First, We Test if CoPoet Is Competitive 

● Hand crafted test sets of poetry instructions for different kinds of capabilities

○ Human judgments for whether the output satisfies the instruction

● Baselines

○ T0 models

■ T0 - 3B Finetuned + T0pp - 11B Few-Shot

○ InstructGPT - 175B - Zero Shot + Few-Shot

192



Instruction Tuning - Evaluation

In-Domain OOD Compositional



Instruction Tuning - Evaluation

In-Domain OOD Compositional

Fraction of 
Instructions 

Satisfied 
via Human 
Judgments 



Instruction Tuning - Evaluation

In-Domain OOD Compositional

Evaluation on 
three 

different 
test sets



CoPoet (T5-11B-poem) Outperforms InstructGPT 
In-Domain and is Competitive Out-Of-Domain Too

In-Domain OOD Compositional



We Choose CoPoet To Assist Users

In-Domain OOD Compositional



Can We Help Users Write Poetry Using Natural Language 
Instructions?

Compare Solo Writers and Collaborative Writers via a User Study



Collaborative 
Writing 
Process



Users Seek 
Model Help 

via 
Instructions



They Can 
Also Directly 

Write Into The 
Draft



Collaborative Poem Writing

Another Day

The world has not yet awakened.

Darkness still creeps, but the day is not far.

Oh wait! there's the sun, and thus a solitary 
regret.

I still can't believe I haven't been to bed yet.

Instructions:

● Write a poetic sentence that contains the 

word 'Morning'

● Write a simile about 'Night'

● Write a poetic sentence that contains the 

word 'sun' and ending in a rhyme for 'yet'

● Write a poetic sentence that contains the 

word 'Darkness' and ending in a rhyme for 

'awakened'

202



Collaborative Poem Writing

Another Day

The world has not yet awakened.

Darkness still creeps, but the day is not far.

Oh wait! there's the sun, and thus a solitary 
regret.

I still can't believe I haven't been to bed yet.

Instructions:

● Write a poetic sentence that contains the 

word 'Morning'

● Write a simile about 'Night'

● Write a poetic sentence that contains the 

word 'sun' and ending in a rhyme for 'yet'

● Write a poetic sentence that contains the 

word 'Darkness' and ending in a rhyme for 

'awakened'
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Human Written /  Model Written  



Collaborative Poem Writing

Another Day

The world has not yet awakened.

Darkness still creeps, but the day is not far.

Oh wait! there's the sun, and thus a 
solitary regret.

I still can't believe I haven't been to bed yet.

Instructions:

● Write a poetic sentence that contains the 

word 'Morning'

● Write a simile about 'Night'

● Write a poetic sentence that contains 

the word 'sun' and ending in a rhyme 

for 'yet'

● Write a poetic sentence that contains the 

word 'Darkness' and ending in a rhyme for 

'awakened'

204



Lessons Learned

● Train models to complement the challenges faced by human users 

● By allowing novice users to interact with models via natural language, 

we can enable them to perform complex tasks like poetry writing



How Do We Best Assist 
Professional Users With 

LLMs?

Creativity Support in the Age of Large Language Models: An Empirical Study 
Involving Emerging Writers

Tuhin Chakrabarty*, Vishakh Padmakumar * , Faeze Brahman, Smaranda Muresan (Under review)



It’s Time to Get End Users Involved!

● Regardless of AI progress, creative professionals will pursue their craft

● These end users are the ones who need to actively adapt to the changing 

technology 

We want to design user interfaces with their help and understand the current 

pitfalls of models from the hands of expert users



Project Roadmap



How Can We Recruit Professional Writers?



Recruiting Users via University Mailing Lists

● MFA Mailing Lists connect us to participants with expertise in writing and an 

interest to interact with LLMs

● 17 participants from 5 different MFA programs in the US 
○ Zoom Interview 

○ Sign up on Upwork for payment



Designing the Right Interface for Your Users



Designing the Right Interface for Your Users

● Cognitive Process of Writing[1] + User Feedback

[1] Flower, Linda, and John R. Hayes. "A cognitive process theory of writing." College composition and communication 32.4 (1981): 365-387.



Designing the Right Interface for Your Users

● Cognitive Process of Writing[1] + User Feedback

[1] Flower, Linda, and John R. Hayes. "A cognitive process theory of writing." College composition and communication 32.4 (1981): 365-387.





Collecting Stories



User Study Details

● Users write with help from GPT 3.5
○ Large scale instruction tuning and RLHF allow users to ask all kinds of instructions

○ Increased context length allows us to generate model output conditioned on the present draft 

and conversation history



Collecting Stories



We Collect 30 Stories Across Various Genres



We Collect 30 Stories Across Various Genres Varying 
1500 Words on Average



How Do Professional Writers Use LLMs?



We Can Divide Instructions From Users Into Three Main 
Kinds



Splitting the instructions into the various types based on 
the cognitive process of writing



The most common category is low level translation of 
ideas to text



The most common category is low level translation of 
ideas to text



Planning instructions are more story-specific and 
challenging for the model



Planning instructions are more story-specific and 
challenging for the model



Users view models as a source of helpful, quick, and 
cheap feedback



Users view models as a source of helpful, quick, and 
cheap feedback



How Do Professional Writers Use LLMs?



How Do Professional Writers Use LLMs?
Where Can Current LLMs Get Better?



Expert Qualitative Feedback Can Guide Future Model 
Development



Feedback #1: Over reliance on Cliche and Tropes

MC
It still relies on cliches, and it is much better at telling than showing - reversing the 
writing maxim. It can’t effectively write real scenes with realistic dialogue and details, but 
can generate general sketches based on well-known tropes.

NM

Even with an elaborate plot, it is difficult to keep the AI away from its cliched conception 
of literature. The paragraphs it generated are too procedural and always feel similar. 
The AI has very limited ideas about fiction and will produce dialogue and description 
that is very formulaic, even if you try to bypass this by asking specific questions. The AI 
wasn’t trained in fiction writing but instead produced generic and rather droll essay-like 
texts, with a clear development and conclusion.

FV
I noticed a tendency towards generalizing human experience as an aggregate of what 
the AI has been fed, a weird and violent kind of homogenizing that steer toward the 
narratives of dominant powers, voices, and stories.
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Feedback #2: Lack of Nuance and Symbolism 

Anon
Lack of understanding of lyrical prose, lack of nuance in terms of story 
components, understanding of craft things like characterization, plot, etc., 
is too literal.

SH
Its unwillingness to accept nuance. The story must be either happy or 
entirely fatalistic and the model finds that anything that strays is a flaw in 
the work.

MG Its similes and metaphors aren’t very good from the little I’ve 
experimented with this.
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Feedback #3: Overly Moralistic and Predictable Writing 

SH
It also tends to lean towards a consistent "happy ending" but when considering 
most renowned fiction, happy endings exist rarely. There are good endings, 
and satisfying endings, but right now the AI seems to be conflating the idea of 
a satisfying ending with a completely tied up one, and a happy one at that.

MG
It seems that the ChatGPT is very moralistic - all the endings it gave me are all 
very much "Here is the lesson learnt".ChatGPT seems very into being uplifting 
and didactic to the audience and not every short story wants to do that

Anon
Also, every story ends with a moralizing conclusion that can read trite, and 
reflect the simplicity of whoever wrote it even if the rest of the story is 
sophisticated.
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Lessons Learned

● Train models to complement the challenges faced by human users 

● By allowing novice users to interact with models via natural language, we can 

enable them to perform complex tasks like poetry writing

● Involve users in the design process of interfaces and model training

● Current models successfully accomplish low-level translation tasks and 

provide simple feedback but have a lot of room for improvement :)



Future Directions and Open Questions



LLM-driven creative systems are here

GPTs are GPTs by OpenAI

https://arxiv.org/abs/2303.10130


SudoWrite

But are they usable yet?

● Stereotypes

● Cliches

● Repetitions

● Lack of distinct voice

● Lack of subtext /rhetorical 

complexity

https://www.sudowrite.com/


Current RLHF may lead to reduced diversity

Love is like a lighthouse in a stormy sea, providing guidance and illumination amidst the tumultuous 
waves of life, its unwavering light a beacon of hope and safety in the darkest of times.

Love is like a lighthouse in a stormy sea, providing guidance and hope amidst the turbulent waves of life, 
illuminating a path through the darkness and leading us safely to the shore of comfort and security.

Love is a garden where emotions bloom like flowers; it requires patient tending, the nurturing sun of 
affection, and the water of kindness to thrive.

Love is like a book filled with a thousand pages: each chapter reveals new emotions, surprises, and 
challenges, but its story is unwritten, inviting those who dare to write their own destiny in its lines.

Love is like a lighthouse in a stormy sea: it provides guidance and safety amidst the chaos, illuminating 
the path towards a haven of warmth and comfort.

GPT4 generations for “write a metaphor about love”

Vishakh Padmakumar and He He. Does writing with language models reduce content diversity? Arxiv 2023.

https://arxiv.org/abs/2309.05196


Annotators may not be good at judging creativity



Obtaining reliable human feedback

● Richer annotation from experts (e.g., critiques and edits)

● Implicit feedback from users (e.g., usage pattern)

● AI-aided evaluation (e.g., finding similar patterns, judging style)

● Trade-off between factuality and creativity (need different alignment)

What should be the learning signal?

How to evaluate the generations?



Divergent thinking: making novel connections

● Models are good at exploring 
large search spaces

● How to guide them through 
this process?



Where we currently are? Where we want to be :)

A poetry program that had 
a piece accepted by the 
New Yorker. 



Thank you!

Questions?


